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Abstract. Orthogonal projections onto closed subspaces of H2(Dn) of the form ϕH2(Dn)
for inner functions ϕ on Dn are referred to as inner projections, where H2(Dn) denotes the
Hardy space over the open unit polydisc Dn. In this paper, we classify pairs of commuting
inner projections. We also present two seemingly independent applications: the first is an
answer to a question posed by R. G. Douglas, and the second is a complete classification of
partially isometric truncated Toeplitz operators with inner symbols on Dn.
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1. Introduction

This paper concerns commuting pairs of orthogonal projections blended with analytic fla-
vors and two sides of applications of seemingly disparate problems. The first application
yields an answer (in a much broader context) to a question raised by R. G. Douglas (see
Bickel and Liaw [4, page 104]), whereas the second classifies partially isometric truncated
Toeplitz operators with inner symbols on the polydisc. Recall that a bounded linear operator
P acting on a Hilbert space H is called an orthogonal projection (projection in short) if

P = P ∗ = P 2.

On one hand, the structure of projections is simple and quite standard, and on the other
hand, the linear analysis relies heavily on the projections of Hilbert spaces. The structure
of pairs of commuting projections is also simple and well-known. For instance, for a pair of
projections P1 and P2 acting on a Hilbert space, the operator P1P2 is a projection if and only
if

P1P2 = P2P1.

2010 Mathematics Subject Classification. 47A46, 32A10, 42B30, 30J05, 47L80, 46J15, 47A15, 30H05.
Key words and phrases. Orthogonal projections, inner functions, partial isometry, truncated Toeplitz op-

erators, Beurling subspaces, model spaces, Hardy space, polydisc.
1



2 DEBNATH, PRADHAN, AND SARKAR

Moreover, in this case, the orthogonal projection P1P2 is given by

P1P2 = PranP1∩ranP2 .

Throughout the paper, given a Hilbert space H and a closed subspace S ⊆ H, we denote by
PS the associated (orthogonal) projection onto S.

We are also interested in pairs of commuting projections. Our point of view, however,
is more analytic in nature and relates to some of the classical concepts in Hilbert function
spaces. Let us now explain the analytic component of our consideration. Given a natural
number n, we denote by Dn the open unit polydisc in Cn. We let H∞(Dn) denote the Banach
algebra of all bounded analytic functions defined on Dn, that is

H∞(Dn) = {ϕ ∈ Hol(Dn) : ‖ϕ‖∞ = sup
z∈Dn
|ϕ(z)| <∞}.

A function ϕ ∈ H∞(Dn) is said to be inner if

|ϕ(z)| = 1,

for all z ∈ Tn a.e, where Tn = ∂Dn is the distinguished boundary of Dn. The boundary value
of ϕ is in the sense of Fatou [14]: a bounded analytic function defined on Dn has radial limits
on Tn a.e. We also recall that the Hardy space H2(Dn) is the Hilbert space of all analytic
functions f on Dn such that

‖f‖ :=
(

sup
0≤r<1

∫
Tn
|f(rz1, . . . , rzn)|2dm(z)

) 1
2
<∞,

where z = (z1, . . . , zn) and dm(z) is the normalized Lebesgue measure on Tn. It is well-known
that a function ϕ ∈ H∞(Dn) is inner if and only if the analytic Toeplitz operator Mϕ defines
an isometry on H2(Dn). Recall, in general, for each ϕ ∈ H∞(Dn), Mϕ is a bounded linear
operator on H2(Dn) with ‖Mϕ‖ = ‖ϕ‖∞, where

Mϕf = ϕf,

for all f ∈ H2(Dn). Therefore, ϕH2(Dn) is a closed subspace of H2(Dn) for each inner function
ϕ ∈ H∞(Dn). When ϕ(z) = zi, i = 1, . . . , n, we get the simplest example of an inner function.
In particular, (Mz1 , . . . ,Mzn) is a commuting tuple of isometries on H2(Dn). Therefore, given
an inner function ϕ ∈ H∞(Dn), the closed subspace ϕH2(Dn) is a joint invariant subspace of
(Mz1 , . . . ,Mzn).

Definition 1.1. A projection P on H2(Dn) is said to be an inner projection if there exists
an inner function ϕ ∈ H∞(Dn) such that

ranP = ϕH2(Dn),

or equivalently

P = PϕH2(Dn).

The problem that follows is the one that the present paper is mainly concerned with.

Problem 1. Classify pairs of commuting inner projections.
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In other words, we want to classify inner functions ϕ1, ϕ2 ∈ H∞(Dn) such that

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0.

Recall that the commutator of a pair of bounded linear operators A and B acting on a Hilbert
space is denoted by [A,B], that is, [A,B] = AB−BA. Of course, we are looking for a solution
to the above problem that is connected with the matching inner functions; that is, we are
looking for an analytic answer. To simplify the terminology, we introduce a function-theoretic
notion.

Definition 1.2. Let Ω ⊆ Cn, n > 1. Two functions f, g : Ω→ C are said to be separated if
f and g do not depend on common variables.

Given two inner functions ϕ1, ϕ2 ∈ H∞(Dn), we say that ϕ1 divides ϕ2 if ϕ2 = ϕϕ1 for
some ϕ ∈ H∞(Dn) (in this case, the function ϕ will be inner). We are now ready to formulate
the solution to the preceding problem:

Theorem 1.3. Let ϕ1, ϕ2 ∈ H∞(Dn) be non-constant inner functions. Then the following
hold:

(1) [Pϕ1H2(D), Pϕ2H2(D)] = 0 if and only if either ϕ1 divides ϕ2 or ϕ2 divides ϕ1.
(2) Suppose n > 1. Then [Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0 if and only if there exist inner func-

tions ϕ̃1, ϕ̃2, ψ ∈ H∞(Dn) such that ϕ̃1 and ϕ̃2 are separated, and such that

ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ.

Note that if one of the inner functions, say ϕ1, is a constant function, then Pϕ1H2(Dn) =
IH2(Dn), which immediately implies that [Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0. This observation holds for
any n ≥ 1.

One of the keys to proving the above theorem is the use of the concrete structure of
partially isometric Toeplitz operators. More specifically, the proof of the first case uses the
classical Brown and Douglas classification of partially isometric Toeplitz operators on H2(D)
[6], whereas the proof of the second case employs the same in several variables, as recently
obtained in [8].

As part of the application, we will apply Theorem 1.3 to address two different kinds of
problems that are also purportedly independent of the central question posed in Problem 1.
The problems do have one thing in common: they are related to model spaces (also popularly
known as Beurling quotient modules or spaces). Let ϕ ∈ H∞(Dn) be a nonconstant inner
function. Then the model space corresponding to ϕ is the closed subspace

(1.1) Qϕ := H2(Dn)/ϕH2(Dn) ∼= H2(Dn)	 ϕH2(Dn).

Since ϕH2(Dn) is a joint invariant subspace of (Mz1 , . . . ,Mzn), it readily follows that Qϕ is a
joint invariant subspace of (M∗

z1
, . . . ,M∗

zn).
Our first application answers a question posed by Douglas that has been marked out in the

paper by Bickel and Liaw [4, page 104] - “It was suggested to us in private communications
with R. G. Douglas that one should then ask the very general, rather attractive question”:

Problem 2 (Douglas). For which inner functions ϕ1 and ϕ2 in H∞(D2) is the projection
PQϕ1PQϕ2 finite rank?
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Using Theorem 1.3 (along with some other tools), we completely settle this problem. In
fact, we answer this in the most general terms:

Theorem 1.4. Let ϕ1 and ϕ2 be inner functions in H∞(Dn), n ≥ 2. Then the following hold:

(1) If n = 2, then PQϕ1PQϕ2 is a finite rank projection if and only if either one of the
following conditions holds:
(a) ϕ1 or ϕ2 is a constant function;
(b) ϕ1 and ϕ2 are separated and finite Blaschke products.

(2) If n > 2, then it is impossible for PQϕ1PQϕ2 to be a finite rank projection unless
PQϕ1PQϕ2 = 0.

It is intriguing to notice from a general perspective (as also we will see in the proof of the
above result) that the real key to the solution to Douglas’s question was concealed in the
classic Brown and Douglas paper [6]. One must, of course, go through a number of nontrivial
generalizations and refinements of classical results.

It is important to note that from the case of n = 1 to the case of n = 2, and even to the
case of n > 2, the theory of Hilbert function spaces and the theory of commuting tuples of
operators differ significantly. Numerous concrete problems are the subject of ongoing research,
such as the dilation theory, von Neumann inequality, interpolation problem, model spaces,
invariant subspaces. The result above shows again that there is a striking difference between
the model spaces when n = 2 and when n > 2. In terms of model spaces, the abrupt shift
from the n = 2 case to the n > 2 case was previously noticed in [7] as well as in [17]. When
working with Hilbert function spaces on the polydisc, the fundamental reason for such a shift
in results is unclear. This could be related to other puzzling issues, such as the failure of
von Neumann inquality in more than two variables and the significantly intricate structure
of tuples of commuting isometries.

The second application is a classification of truncated Toeplitz operators with inner symbols
that are partially isometric. Denote by L∞(Tn) the von Neumann algebra of essentially
bounded Lebesgue measurable functions on Tn. Let ϕ1 ∈ H∞(Dn) be an inner function and
let ϕ2 ∈ L∞(Tn). The truncated Toeplitz operator Tϕ1

ϕ2
on Qϕ1 with symbol ϕ2 ∈ L∞(Tn) is

the bounded linear operator Tϕ1
ϕ2

: Qϕ1 → Qϕ1 defined by

Tϕ1
ϕ2
f = PQϕ1 (ϕ2f),

for all f ∈ Qϕ1 . In particular, if ϕ2 ∈ H∞(Dn), then it is easy to see that

[Tϕ1
ϕ2
, Tϕ1

zj
] = 0,

for all j = 1, . . . , n. It is important to observe that

Tϕ1
zj

= PQϕ1Mzj |Qϕ1 (j = 1, . . . , n),

and the n-tuple (Tϕ1
z1
, . . . , Tϕ1

zn ) is the model operator (or the tuple of compressed shifts) on
the model space Qϕ1 . The following concrete question is of particular interest:

Problem 3. Characterize symbols ϕ2 ∈ L∞(Tn) and inner functions ϕ1 ∈ H∞(Dn) such that
Tϕ1
ϕ2

is a partial isometry.
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Despite its naturalness, the roots of this question may be traced back to Brown and Dou-
glas’s classic study on single variable partially isometric Toeplitz operators [6] and subse-
quently to the recent paper on the polydisc [8]. For truncated Toeplitz operators with inner
symbols, we have the following solution to the above problem:

Theorem 1.5. Let n > 1, and let ϕ1, ϕ2 ∈ H∞(Dn) be non-constant inner functions. Then
Tϕ1
ϕ2

is a partial isometry if and only if there exist inner functions ϕ̃1, ϕ̃2, ψ ∈ H∞(Dn) such
that ϕ̃1 and ϕ̃2 are separated and

ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ.

The n = 1 case is outlined in Corollary 4.4. We also derive some other consequences from
the above theorem, such as the classification of isometric truncated Toeplitz operators, a
duality between ϕ1 and ϕ2, and so on.

Now we briefly describe the development of truncated Toeplitz operators. Sarason’s seminal
paper [15] essentially embraced the concept of truncated Toeplitz operators. Sarason was,
however, inspired by a number of influential works in Hilbert function space theory, such as
the Sz.-Nagy and Foias analytic model theory [18], his own commutant lifting theorem [16],
the celebrated H∞ functional calculus for contractions [2], to mention a few. Even in such a
short period of time, this concept has evolved significantly, and it is now a topic of its own.

Finally, some (historical as well as well-known) thoughts on invariant subspaces and model
spaces of H2(Dn), n ≥ 1. Suppose n = 1. Then the celebrated Beurling theorem [3] says
that a nonzero closed subspace S ⊆ H2(D) is invariant under Mz if and only if there exists
an inner function ϕ ∈ H∞(D) such that

S = ϕH2(D).

Consequently, M∗
z -invariant subspaces of H2(D) are precisely the model spaces (see (1.1))

Qϕ = H2(D)/ϕH2(D),

for inner functions ϕ ∈ H∞(D). In particular, shift invariant subspaces ofH2(D) are cyclic and
generated by inner functions in H∞(D). This view has been an important part of the theory
of bounded linear operators and the theory of Hilbert function spaces. If n > 1, however, the
structure of general shift-invariant subspaces becomes significantly more complex. In other
words, the structure of joint invariant subspaces of (Mz1 , . . . ,Mzn) is baffling, whereas model
spaces and model operators are similarly puzzling whenever n > 1 (cf. [11, 12]). Also see
[5] in the context of Clark theory on the bidisc. All in all, the operator theory and function
theory on the polydisc is thought to be much more subtle and mysterious.

The remainder of the paper is structured as follows: Section 2 is devoted to establishing
the paper’s central result. Section 3 answers Douglas’s question, while Section 4 gives classi-
fications of partially isometric truncated Toeplitz operators. Section 5 concludes with some
illustrated examples based on the core results obtained in this paper.
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2. Pairs of inner projections

The goal of this section is to prove the central result of this paper. We start by reviewing
the fundamentals of partial isometries on Hilbert spaces, which will be used throughout the
course of the investigation.

Let T be a bounded linear operator on H. We say that T is a partial isometry if T |(kerT )⊥

is an isometry, that is
‖Th‖ = ‖h‖ (h ∈ (kerT )⊥).

If T is a partial isometry, then (kerT )⊥ is referred to as the initial space of T and ranT as
the final space. The following partial isometry characterizations are well-known and easy to
prove (see [9, Proposition 4.38]): Let T be a bounded linear operator on H. The following
are equivalent:

(1) T is a partial isometry.
(2) T ∗ is a partial isometry.
(3) TT ∗T = T .
(4) T ∗T is a projection.
(5) TT ∗ is a projection.

The classical result of Brown and Douglas [6] and its subsequent generalization to several
variables [8] serve as the foundation for proving the main result of this section. We recollect
the general version from [8, Theorem 1.1] because it will be used throughout the work. Recall
that the Toeplitz operator with symbol ϕ ∈ L∞(Tn) is the bounded linear operator Tϕ on
H2(Dn) defined by

Tϕ = PH2(Dn)Lϕ|H2(Dn),

where Lϕ denotes the Laurent operator on L2(Tn). Recall that

Lϕf = ϕf,

for all f ∈ L2(Tn).

Theorem 2.1. Let ϕ be a nonzero function in L∞(Tn). The following hold:

(1) If n = 1, then Tϕ is a partial isometry if and only if Tϕ is either an isometry, or a
coisometry.

(2) If n > 1, then Tϕ is a partial isometry if and only if there exist separated inner
functions ϕ1 and ϕ2 in H∞(Dn) such that

Tϕ = T ∗ϕ1
Tϕ2 .

Take note of the variations between the n = 1 and n > 1 case. This distinction will also be
reflected in the results of one versus more than one variable in what follows. First, we focus
on inner functions in H∞(D).

Theorem 2.2. Let ϕ1, ϕ2 ∈ H∞(D) be nonconstant inner functions. The following are
equivalent:

(1) [Pϕ1H2(D), Pϕ2H2(D)] = 0.
(2) ϕ1H

2(D) ⊆ ϕ2H
2(D) or ϕ2H

2(D) ⊆ ϕ1H
2(D).

(3) ϕ1 divides ϕ2 or ϕ2 divides ϕ1.
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Proof. Given that ϕ1 and ϕ2 are both inner functions and in light of Douglas’s range inclusion
theorem, it suffices to prove that (1) and (3) are equivalent. However, a portion of the proof
for part (2) will be also shown in the proof that follows. For notational simplicity, assume
Sj = ϕjH

2(D), j = 1, 2. Suppose [PS1 , PS2 ] = 0, that is

PS1PS2 = PS2PS1 .

Since PSi = MϕiM
∗
ϕi

, i = 1, 2, it follows that

(2.1) (Mϕ1M
∗
ϕ1

)(Mϕ2M
∗
ϕ2

) = (Mϕ2M
∗
ϕ2

)(Mϕ1M
∗
ϕ1

).

Observe that

M∗
z (M∗

ϕ1
Mϕ2)Mz = M∗

ϕ1
M∗

zMzMϕ2

= M∗
ϕ1
Mϕ2 ,

that is, M∗
ϕ1
Mϕ2 is a Toeplitz operator on H2(D). This can also be proved in a variety of

ways, such as the following: Since ϕ1, ϕ2 ∈ H∞(D), we conclude that ϕ̄1ϕ2 ∈ L∞(T) and
M∗

ϕ1
Mϕ2 = Tϕ̄1ϕ2 , where Tϕ̄1ϕ2 is the Toeplitz operator with symbol ϕ̄1ϕ2. Now we claim that

T := M∗
ϕ1
Mϕ2 is a partial isometry. Indeed, in view of (2.1), we have

TT ∗T = M∗
ϕ1

(Mϕ2M
∗
ϕ2

)(Mϕ1M
∗
ϕ1

)Mϕ2

= M∗
ϕ1

(Mϕ1M
∗
ϕ1

)(Mϕ2M
∗
ϕ2

)Mϕ2

= M∗
ϕ1
Mϕ2

= T,

which proves the claim. By part (1) of Theorem 2.1 (that is, the Brown and Douglas theorem
in [6]), there exists an inner function ϕ ∈ H∞ such that T = Mϕ or T = M∗

ϕ. Suppose
T = Mϕ. Then M∗

ϕ1
Mϕ2 = Mϕ in particular implies that M∗

ϕ1
Mϕ2 is an isometry, that is

M∗
ϕ2
Mϕ1M

∗
ϕ1
Mϕ2 = I.

Multiplying by Mϕ2 from the left and M∗
ϕ2

from the right, we get

Mϕ2M
∗
ϕ2
Mϕ1M

∗
ϕ1
Mϕ2M

∗
ϕ2

= Mϕ2M
∗
ϕ2
,

that is

PS2PS1PS2 = PS2 .

Since PS1 commutes with PS2 , by our assumption, it follows that

PS2 = PS1PS2 ,

and hence

S2 = ϕ2H
2(D) ⊆ S1 = ϕ1H

2(D).

By Douglas’s range inclusion theorem, we conclude that ϕ1 divides ϕ2 (also see [2, page 20,
Lemma 2.1] ). Similarly, if T is a coisometry, then ϕ2 devides ϕ1.
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For the converse direction, suppose that ϕ1 divides ϕ2. Equivalently, there exists an inner
function ϕ ∈ H∞(D) such that ϕ2 = ϕϕ1. Then

PS1PS2 = Mϕ1M
∗
ϕ1
Mϕ2M

∗
ϕ2

= Mϕ1M
∗
ϕ1
Mϕ1MϕM

∗
ϕ1
M∗

ϕ

= Mϕ1MϕM
∗
ϕ1
M∗

ϕ

= Mϕ2M
∗
ϕ2

= PS2 .

In particular

PS2PS1 = PS1PS2PS1

= PS1(PS1PS2)
∗

= PS1(PS2)
∗

= PS1PS2 .

The same conclusion holds if ϕ2 divides ϕ1. This completes the proof of the theorem.

Now we turn to the case of several variables. Let us record the following simple fact (see
the equality (3.3) in [8]): Let ϕ1 and ϕ2 be separated functions in H∞(Dn). Then

(2.2) M∗
ϕ1
Mϕ2 = Mϕ2M

∗
ϕ1
.

Theorem 2.3. Let n > 1, and let ϕ1, ϕ2 ∈ H∞(Dn) be nonconstant inner functions. Then

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0,

if and only if there exist inner functions ϕ̃1, ϕ̃2, ψ ∈ H∞(Dn) such that ϕ̃1 and ϕ̃2 are separated,
and such that

ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ.

Proof. Set Sj = ϕjH
2(Dn), j = 1, 2, and suppose PS1PS2 = PS2PS1 . We define

X = M∗
ϕ1
Mϕ2 .

As in the proof of Theorem 2.2, for each i = 1, . . . , n, we have

M∗
zi
XMzi = X.

Therefore, by the algebraic (Brown and Halmos type) characterizations of Toeplitz operators
[13], we conclude that X is a Toeplitz operator. Furthermore, using the commutativity of
projections, as in the proof of Theorem 2.2, we again conclude that

XX∗X = X,

and hence X is a partially isometric Toeplitz operator on H2(Dn). By part (2) of Theorem
2.1, there exist separated inner functions ϕ̃1 and ϕ̃2 in H∞(Dn) such that X = M∗

ϕ̃1
Mϕ̃2 , that

is

M∗
ϕ1
Mϕ2 = M∗

ϕ̃1
Mϕ̃2 .



PAIRS OF INNER PROJECTIONS 9

This factorization will allow us to determine the initial and final spaces of the partial isometry
M∗

ϕ1
Mϕ2 . We use (2.2) and the above identity to compute

ker(M∗
ϕ1
Mϕ2) = ker(M∗

ϕ̃1
Mϕ̃2)

= ker(M∗
ϕ̃2
Mϕ̃1M

∗
ϕ̃1
Mϕ̃2)

= ker(Mϕ̃1M
∗
ϕ̃1
M∗

ϕ̃2
Mϕ̃2)

= ker(Mϕ̃1M
∗
ϕ̃1

).

By the fact that M∗
ϕ1
Mϕ2 is a partial isometry, we immediately conclude that ran(M∗

ϕ2
Mϕ1)

and ran(M∗
ϕ1
Mϕ2) are closed subspaces. Hence

ran(M∗
ϕ2
Mϕ1) = (ker(M∗

ϕ1
Mϕ2))

⊥

= (kerM∗
ϕ̃1

)⊥

= ranMϕ̃1

= ϕ̃1H
2(Dn).

Similarly

ran(M∗
ϕ1
Mϕ2) = ran(M∗

ϕ̃1
Mϕ̃2)

= ran(M∗
ϕ̃1
Mϕ̃2M

∗
ϕ̃2
Mϕ̃1)

= ran(Mϕ̃2M
∗
ϕ̃2

)

= ϕ̃2H
2(Dn).

Consequently, the initial and the final spaces of the partial isometry M∗
ϕ1
Mϕ2 are ϕ̃1H

2(Dn)

and ϕ̃2H
2(Dn), respectively. On the other hand

ϕ1H
2(Dn) = M∗

ϕ2
Mϕ1(ϕ2H

2(Dn)),

and
ϕ2H

2(Dn) = M∗
ϕ1
Mϕ2(ϕ1H

2(Dn)),

imply that
ϕ1H

2(Dn) ⊆ ran(M∗
ϕ2
Mϕ1),

and
ϕ2H

2(Dn) ⊆ ran(M∗
ϕ1
Mϕ2).

Therefore
ϕ1H

2(Dn) ⊆ ϕ̃1H
2(Dn),

and
ϕ2H

2(Dn) ⊆ ϕ̃2H
2(Dn).

In particular, there exist inner functions ψ1 and ψ2 in H∞(Dn) such that

ϕj = ϕ̃jψj (j = 1, 2).

Observe that by multiplying by M∗
ϕ̃2

from the left and Mϕ̃1 from the right side of M∗
ϕ1
Mϕ2 =

M∗
ϕ̃1
Mϕ̃2 we get

M∗
ϕ̃2
M∗

ϕ1
Mϕ2Mϕ̃1 = I,
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that is, Mϕ2Mϕ̃1 = Mϕ̃2Mϕ1 , and hence

ϕ̃1ϕ2 = ϕ̃2ϕ1.

Then, in view of ϕj = ϕ̃jψj, j = 1, 2, we have

ϕ̃1ϕ̃2ψ2 = ϕ̃2ϕ̃1ψ1,

which yields that ψ1 = ψ2.
We now turn to the converse. Suppose there exist inner functions ϕ̃1, ϕ̃2, ψ ∈ H∞(Dn) such
that ϕ̃1 and ϕ̃2 are separated and ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ. Then, in view of PSi = MϕiM

∗
ϕi

,
i = 1, 2, and the identity (2.2) we compute

PS1PS2 = (Mϕ̃1MψM
∗
ϕ̃1
M∗

ψ)(Mϕ̃2MψM
∗
ϕ̃2
M∗

ψ)

= (Mϕ̃1MψM
∗
ϕ̃1

)(Mϕ̃2M
∗
ϕ̃2
M∗

ψ)

= (Mϕ̃1MψMϕ̃2)(M
∗
ϕ̃1
M∗

ϕ̃2
M∗

ψ)

= (Mϕ̃2MψM
∗
ϕ̃2

)(Mϕ̃1M
∗
ϕ̃1
M∗

ψ)

= (Mϕ̃2MψM
∗
ϕ̃2
M∗

ψ)(MψMϕ̃1M
∗
ϕ̃1
M∗

ψ)

= (Mϕ2M
∗
ϕ2

)(Mϕ1M
∗
ϕ1

).

Therefore, PS1PS2 = PS2PS1 , which completes the proof of the theorem.

It is particularly interesting to observe that in the preceding proof, we also show that if

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0,

then

Pϕ1H2(Dn)Pϕ2H2(Dn) = MψPϕ̃1ϕ̃2H2(Dn)M
∗
ψ,

or equivalently

ϕ1H
2(Dn) ∩ ϕ2H

2(Dn) = ψϕ̃1ϕ̃2H
2(Dn).

3. An answer to Douglas’s question

This section’s goal is to answer the question of Douglas that was imposed in Problem 2 (also
see Bickel and Liaw [4, page 104] for the origin of this problem): For which inner functions
ϕ1 and ϕ2 in H∞(D2) is the projection PQϕ1PQϕ2 finite rank?

We address this problem in a more general setting, that is, for any n > 1. In what follows, an
invariant subspace of H2(Dn) is one that is closed and invariant under Mzi for all i = 1, . . . , n,
whereas a co-invariant subspace of H2(Dn) means that the orthocomplement of that closed
subspace is an invariant subspace of H2(Dn).

We must recall a classical Ahern and Clark result (note the final corollary in [1]): Let
n > 1 and let {fi}mi=1 be a subset of H2(Dn). Suppose m < n. Then the invariant subspace
S generated by {fi}mi=1 is either all of H2(Dn) or has infinite codimension.
Recall that for an inner function ϕ ∈ H∞(Dn), the model space Qϕ is defined by (see (1.1))

Qϕ = H2(Dn)/ϕH2(Dn).

The following is now easy:
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Corollary 3.1. Let n > 1 and let ϕ ∈ H∞(Dn) be a nonconstant inner function. Then

dimQϕ =∞.

Proof. Observe that Q⊥ϕ = ϕH2(Dn). In particular, Q⊥ϕ is a cyclic invariant subspace of

H2(Dn). The result now follows from Ahern and Clark.

We are now ready to face Problem 2 for any n > 1:

Theorem 3.2. Let ϕ1 and ϕ2 be inner functions in H∞(Dn), n ≥ 2. Then the following hold:

(1) If n = 2, then PQϕ1PQϕ2 is a finite rank projection if and only if either one of the
following conditions holds:
(a) ϕ1 or ϕ2 is a constant function;
(b) ϕ1 and ϕ2 are separated and finite Blaschke products.

(2) If n > 2, then it is impossible for PQϕ1PQϕ2 to be a finite rank projection unless
PQϕ1PQϕ2 = 0.

Proof. We know that
PQϕi = I − PϕiH2(Dn) (i = 1, 2).

It is now easy to see that PQϕ1PQϕ2 is a projection if and only if Pϕ1H2(Dn)Pϕ2H2(Dn) is a
projection, or equivalently (see the second paragraph in Section 1)

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0.

This identity is automatically true if either ϕ1 or ϕ2 is a constant function (see the paragraph
following Theorem 1.3). Therefore, we assume that ϕ1 and ϕ2 are non-constant functions.
Again, PQϕ1PQϕ2 is a projection if and only if

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0.

Equivalently, by Theorem 2.3, there exist inner functions ϕ̃1, ϕ̃2, ψ ∈ H∞(Dn) such that ϕ̃1

and ϕ̃2 are separated and
ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ.

Let us pause for a moment and simplify things. If the foregoing identities are true, then we
see that

I −MϕiM
∗
ϕi

= (I −MψM
∗
ψ)⊕Mψ(I −Mϕ̃iM

∗
ϕ̃i

)M∗
ψ,

for all i = 1, 2. Since Mϕi and Mϕ̃i , i = 1, 2, and Mψ are isometric operators acting on
H2(Dn), it follows that

ran(I −MϕiM
∗
ϕi

) = Qϕi and ran(I −MψM
∗
ψ) = Qψ,

and
ran(Mψ(I −Mϕ̃iM

∗
ϕ̃i

)M∗
ψ) = ψQϕ̃i ,

which yields
Qϕi = Qψ ⊕ ψQϕ̃i ,

for all i = 1, 2. Clearly
Qϕ1 ∩Qϕ2 = Qψ ⊕ ψ(Qϕ̃1 ∩Qϕ̃2).
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After this simplification, now we return to the main body of the proof and define the bounded
linear operator P on H2(Dn) by

P = PQϕ1PQϕ2 .

If we know that P is a projection, then

ranP = Qϕ1 ∩Qϕ2 ,

and consequently

(3.1) ranP = Qψ ⊕ ψ(Qϕ̃1 ∩Qϕ̃2).

Therefore, P is a finite rank projection if and only if (3.1) holds and

dim(ranP ) <∞;

or equivalently, (3.1) holds and

dim(Qψ) <∞,
and (recall that ψ is inner and hence Mψ is an isometry)

(3.2) dim(Qϕ̃1 ∩Qϕ̃2) <∞.

We now divide the remaining proof into the two cases of n = 2 and n > 2. However, the
following two remarks must be made before we discuss these cases separately: According to
Corollary 3.1, the assumption dim(Qψ) <∞ compels the inner function ψ to be a unimodular
constant, that is, there exists α ∈ T such that

ψ ≡ α,

which also forces

Qψ = {0}.
Secondly, recall that in the case of n = 1, a co-invariant subspace Qϕ ⊆ H2(D) is finite-
dimensional if and only if ϕ is a finite Blaschke product, and, in this case

rankPQϕ = #{z ∈ D : ϕ(z) = 0},

counting multiplicities.
Case 1: Suppose n = 2. Then P is a finite rank projection if and only if there exist separated
inner functions ϕ̃1, ϕ̃2 ∈ H∞(D2) and a scalar α ∈ T such that

ϕ1 = αϕ̃1 and ϕ2 = αϕ̃2,

and (3.2) holds. In view of this, we may state the following (as one may simply replace ϕi by
αϕ̃i, i = 1, 2): P is a finite rank projection if and only if ϕ1 depends only on the first variable
and ϕ2 depends only on the second, and

dim(Qϕ1 ∩Qϕ2) <∞.

Now we analyze the co-invariant subspace Qϕ1 ∩Qϕ2 under the assumption that ϕ1 depends
only on z1 and ϕ2 depends only on z2. There exist functions σ1, σ2 ∈ H∞(D) such that

ϕ1(z1, z2) = σ1(z1) and ϕ2(z1, z2) = σ2(z2),
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for all (z1, z2) ∈ D2. We avoid distinguishing H2(D2) and H2(D) ⊗ H2(D) in the following
because of the inherent unitary equivalence. For instance, Mϕ1 = Mσ1 ⊗ IH2(D). We compute

Qϕ1 = (IH2(D2) −Mϕ1M
∗
ϕ1

)H2(D2)

= ((IH2(D) −Mσ1M
∗
σ1

)⊗ IH2(D))(H
2(D)⊗H2(D))

= ((IH2(D) −Mσ1M
∗
σ1

)H2(D))⊗H2(D)

= Qσ1 ⊗H2(D),

and similarly

Qϕ2 = H2(D)⊗Qσ2 .
Therefore, we conclude that

Qϕ1 ∩Qϕ2 = Qσ1 ⊗Qσ2 .
Then

dim(Qϕ1 ∩Qϕ2) = dimQσ1 × dimQσ2 ,
and hence

dim(Qϕ1 ∩Qϕ2) <∞,
if and only if

dimQσ1 , dimQσ2 <∞,
or equivalently, σ1 and σ2 are finite Blaschke products. In summary, PQϕ1PQϕ2 is a finite rank
projection if and only if ϕ1 and ϕ2 are separated and finite Blaschke products.
Case 2: Suppose n > 2. As in Case 1, it again follows that ψ is a unimodular constant, and
hence: P is a finite rank projection if and only if ϕ1 and ϕ2 are separated, and

dim(Qϕ1 ∩Qϕ2) <∞.
On the other hand

(Qϕ1 ∩Qϕ2)
⊥ = span{ϕ1H

2(Dn), ϕ2H
2(Dn)},

implies that the invariant subspace (Qϕ1 ∩Qϕ2)
⊥ is generated by at most two inner functions

(namely ϕ1 and ϕ2). Since n ≥ 3, by Ahern and Clark, it follows that

span{ϕ1H
2(Dn), ϕ2H

2(Dn)} = H2(Dn).

Therefore

Qϕ1 ∩Qϕ2 = {0}.
Since [PQϕ1 , PQϕ2 ] = 0, it follows that PQϕ1PQϕ2 = 0. Therefore, if PQϕ1PQϕ2 6= 0, then
PQϕ1PQϕ2 cannot be a finite rank projection.

If f is a complex-valued function on Ω ⊆ Cn, we denote by Z(f) the zero set of f . From
the above proof, it follows that if PQϕ1PQϕ2 is a finite rank projection (of course, on H2(D2)),
then

rank(PQϕ1PQϕ2 ) = #Z(ϕ1)×#Z(ϕ2).

The question posed by Douglas also makes sense in one variable situation. We claim the
following: Suppose ϕ1 and ϕ2 be nonconstant inner functions in H∞(D). Then PQϕ1PQϕ2 is
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a finite rank projection if and only if either ϕ1 is a finite Blaschke product and divides ϕ2 or
ϕ2 is a finite Blaschke product and divides ϕ1.
The proof proceeds as follows: As in the preceding theorem, PQϕ1PQϕ2 is a projection if and
only if [Pϕ1H2(D), Pϕ2H2(D)] = 0, which, by Theorem 2.2, is equivalent to the condition that ϕ1

divides ϕ2 or ϕ2 divides ϕ1. Suppose ϕ1 divides ϕ2, that is, ϕ2 = ψϕ1 for some inner function
ψ ∈ H∞(D). This is equivalent to the condition that

Qϕ1 ⊆ Qϕ2 .

In this case, we have Qϕ1 ∩Qϕ2 = Qϕ1 , which implies that

PQϕ1PQϕ2 = PQϕ1 ,

and consequently, PQϕ1PQϕ2 is a finite rank operator if and only if ϕ1 is a finite Blaschke
product. If ϕ2 divides ϕ1, then the proof follows similarly. This completes the proof of the
claim.

4. Truncated Toeplitz operators

In this section we characterize partially isometric truncated Toeplitz operators with inner
symbols. Throughout what follows ϕ1 and ϕ2 will be nonconstant inner functions in H∞(Dn).
Recall that the truncated Toeplitz operator on Qϕ1 with symbol ϕ2 is the bounded linear
operator Tϕ1

ϕ2
on Qϕ1 , where

Tϕ1
ϕ2

= PQϕ1Mϕ2|Qϕ1 .
The following lemma will turn out to be very useful in what follows.

Lemma 4.1. Let ϕ and ϕ2 be nonconstant inner functions in H∞(Dn), n ≥ 1. Suppose Tϕ1
ϕ2

is a partial isometry. The following hold:

(1) M∗
ϕ2
ϕ1Qϕ2 ⊆ Qϕ1.

(2) (kerTϕ1
ϕ2

)⊥ = Qϕ1 	M∗
ϕ2
ϕ1Qϕ2.

(3) kerTϕ1
ϕ2

= M∗
ϕ2
ϕ1Qϕ2.

Proof. Note that Qϕ2 = kerM∗
ϕ2

. For each f ∈ Qϕ2 and g ∈ H2(Dn), we have

〈M∗
ϕ2
ϕ1f, ϕ1g〉 = 〈M∗

ϕ1
M∗

ϕ2
ϕ1f, g〉

= 〈M∗
ϕ2
f, g〉

= 0,

which yields (1). For (2), we observe that f ∈ (kerTϕ1
ϕ2

)⊥ if and only if ‖Tϕ1
ϕ2
f‖ = ‖f‖. We

have on one hand ‖f‖ = ‖ϕ2f‖ (since ϕ2 is inner), and on the other hand Tϕ1
ϕ2
f = PQϕ1 (ϕ2f)

for all f ∈ Qϕ1 . Therefore, f ∈ (kerTϕ1
ϕ2

)⊥ if and only if

‖PQϕ1 (ϕ2f)‖ = ‖ϕ2f‖,
or equivalently

ϕ2f ∈ Qϕ1 = (ϕ1H
2(Dn))⊥.

Therefore
(kerTϕ1

ϕ2
)⊥ = {f ∈ Qϕ1 : f ⊥M∗

ϕ2
ϕ1H

2(Dn)}.
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Note that M∗
ϕ2
ϕ1ϕ2H

2(Dn) = ϕ1H
2(Dn), and M∗

ϕ2
ϕ1ϕ2H

2(Dn) ⊥ M∗
ϕ2
ϕ1Qϕ2 . Indeed, to

prove the latter claim, for each f ∈ H2(Dn) and g ∈ Qϕ2 , we compute

〈M∗
ϕ2
ϕ1ϕ2f,M

∗
ϕ2
ϕ1g〉 = 〈ϕ1f,M

∗
ϕ2
ϕ1g〉

= 〈Mϕ2f, g〉
= 0.

This proves the claim. Therefore, writing H2(Dn) = ϕ2H
2(Dn)⊕Qϕ2 we find

M∗
ϕ2
ϕ1H2(Dn) = ϕ1H

2(Dn)⊕M∗
ϕ2
ϕ1Qϕ2 .

Now f ∈ Qϕ1 automatically implies that f ⊥ ϕ1H
2(Dn), and hence

(kerTϕ1
ϕ2

)⊥ = Qϕ1 	M∗
ϕ2
ϕ1Qϕ2 ,

which completes the proof of part (2). Finally, (3) follows from both (1) and (2).

We take a step towards the main theorem of this section:

Proposition 4.2. Let ϕ1 and ϕ2 be nonconstant inner functions in H∞(Dn). If Tϕ1
ϕ2

is a
partial isometry, then

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0.

Proof. Suppose f ∈ Qϕ1 . Then Tϕ1
ϕ2
f = 0 if and only if

PQϕ1ϕ2f = 0,

or equivalently, (I −Mϕ1M
∗
ϕ1

)ϕ2f = 0. So we conclude that

kerTϕ1
ϕ2

= {f ∈ Qϕ1 : Mϕ1M
∗
ϕ1
ϕ2f = ϕ2f}.

Since part (3) of Lemma 4.1 in particular implies that M∗
ϕ2
ϕ1Qϕ2 ⊆ kerTϕ1

ϕ2
, we conclude that

Mϕ1M
∗
ϕ1
ϕ2(M∗

ϕ2
ϕ1g) = ϕ2(M∗

ϕ2
ϕ1g),

for all g ∈ Qϕ2 . Then, writing

ϕ2(M∗
ϕ2
ϕ1g) = (Mϕ2M

∗
ϕ2

)(Mϕ1M
∗
ϕ1

)ϕ1g,

into the above identity, we find

Pϕ1H2(Dn)Pϕ2H2(Dn)(ϕ1g) = Pϕ2H2(Dn)Pϕ1H2(Dn)(ϕ1g),

for all g ∈ Qϕ2 , that is

Pϕ1H2(Dn)Pϕ2H2(Dn)Mϕ1|Qϕ2 = Pϕ2H2(Dn)Pϕ1H2(Dn)Mϕ1|Qϕ2 .

Now we claim that

Pϕ1H2(Dn)Pϕ2H2(Dn)Mϕ1|ϕ2H2(Dn) = Pϕ2H2(Dn)Pϕ1H2(Dn)Mϕ1|ϕ2H2(Dn).
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To this end, fix f ∈ H2(Dn) and compute

(Pϕ1H2(Dn)Pϕ2H2(Dn)Mϕ1)(ϕ2f) = Pϕ1H2(Dn)Pϕ2H2(Dn)ϕ2ϕ1f

= Pϕ1H2(Dn)ϕ1ϕ2f

= ϕ1ϕ2f

= (Pϕ2H2(Dn)Pϕ1H2(Dn)Mϕ1)(ϕ2f),

which proves the claim. Therefore

Pϕ1H2(Dn)Pϕ2H2(Dn)Mϕ1 = Pϕ2H2(Dn)Pϕ1H2(Dn)Mϕ1 ,

and hence

Pϕ1H2(Dn)Pϕ2H2(Dn)Pϕ1H2(Dn) = Pϕ2H2(Dn)Pϕ1H2(Dn)Pϕ1H2(Dn)

= Pϕ2H2(Dn)Pϕ1H2(Dn),

and consequently, [Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0.

Now we are ready for the classifications of partially isometric Truncated Toeplitz operators
with inner symbols.

Theorem 4.3. Let n > 1. Let ϕ1 and ϕ2 be nonconstant inner functions in H∞(Dn). Then
Tϕ1
ϕ2

is a partial isometry if and only if there exist inner functions ϕ̃1, ϕ̃2, ψ ∈ H∞(Dn) such
that ϕ̃1 and ϕ̃2 are separated and

ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ.

Proof. Suppose Tϕ1
ϕ2

is a partial isometry. By Proposition 4.2, we know that

[Pϕ1H2(Dn), Pϕ2H2(Dn)] = 0.

and the conclusion now follows directly from Theorem 2.3. To show the reverse assume
ϕ1 = ϕ̃1ψ and ϕ2 = ϕ̃2ψ for some inner function ψ and separated inner functions ϕ̃1 and ϕ̃2

in H∞(Dn). Recall from (2.2) that M∗
ϕ̃2
Mϕ̃1 = Mϕ̃1M

∗
ϕ̃2

. Then, on one hand

(I −Mϕ1M
∗
ϕ1

)Mϕ2 = (I −Mϕ̃1MψM
∗
ϕ̃1
M∗

ψ)Mϕ̃2Mψ

= Mϕ̃2Mψ −Mϕ̃1MψM
∗
ϕ̃1
Mϕ̃2

= Mϕ̃2Mψ(I −Mϕ̃1M
∗
ϕ̃1

),

and on the other hand that

(I −Mϕ̃1M
∗
ϕ̃1

)Mϕ1M
∗
ϕ1

= (I −Mϕ̃1M
∗
ϕ̃1

)MψMϕ̃1M
∗
ϕ̃1
M∗

ψ

= MψMϕ̃1M
∗
ϕ̃1
M∗

ψ −Mϕ̃1MψM
∗
ϕ̃1
M∗

ψ

= 0.
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Therefore

PQϕ1Mϕ2PQϕ1 = (I −Mϕ1M
∗
ϕ1

)Mϕ2(I −Mϕ1M
∗
ϕ1

)

= Mϕ̃2Mψ(I −Mϕ̃1M
∗
ϕ̃1

)(I −Mϕ1M
∗
ϕ1

)

= Mϕ̃2Mψ(I −Mϕ̃1M
∗
ϕ̃1

)−Mϕ̃2Mψ((I −Mϕ̃1M
∗
ϕ̃1

)Mϕ1M
∗
ϕ1

)

= Mϕ̃2Mψ(I −Mϕ̃1M
∗
ϕ̃1

)

= Mϕ2PQϕ̃1 ,

and finally

(Mϕ2PQϕ̃1 )∗(Mϕ2PQϕ̃1 ) = PQϕ̃1M
∗
ϕ2
Mϕ2PQϕ̃1

= PQϕ̃1 ,

implies that PQϕ1Mϕ2PQϕ1 is a partial isometry. Since PQϕ1Mϕ2PQϕ1 |Qϕ1 = Tϕ1
ϕ2

, we conclude
that Tϕ1

ϕ2
is a partial isometry.

As a consequence of Theorem 2.2, a similar but much simpler computation yields the
following one-variable result:

Corollary 4.4. Let ϕ1 and ϕ2 be nonconstant inner functions in H∞(D). Then Tϕ1
ϕ2

is a
partial isometry if and only if ϕ2 divides ϕ1 or ϕ1 divides ϕ2.

A more thorough look at the statement of Theorem 4.3 reveals that the roles of the inner
functions ϕ1 and ϕ2 can be swapped. This resulted in the following observation:

Corollary 4.5. Let ϕ1 and ϕ2 be nonconstant inner functions in H∞(Dn). Then Tϕ1
ϕ2

is a
partial isometry on Qϕ1 if and only if Tϕ2

ϕ1
is a partial isometry on Qϕ2.

Observe that a partial isometry T is an isometry if and only if kerT = {0}. In the following,
we classify isometric truncated Toeplitz operators with inner symbols.

Theorem 4.6. Suppose n > 1. Let ϕ1 and ϕ2 be nonconstant inner functions in H∞(Dn).
Then Tϕ1

ϕ2
is an isometry if and only if ϕ1 and ϕ2 are separated.

Proof. Suppose that Tϕ1
ϕ2

is an isometry. By applying Theorem 4.3 to Tϕ1
ϕ2

, we get inner
functions ϕ̃1, ϕ̃2 and ψ in H∞(Dn) such that ϕ̃1 and ϕ̃2 are separated and ϕ1 = ϕ̃1ψ and
ϕ2 = ϕ̃2ψ. By Lemma 4.1, we also know that

kerTϕ1
ϕ2

= Qϕ1 	M∗
ϕ2
Qϕ1 .

Since kerTϕ1
ϕ2

= {0}, it follows that

Qϕ1 = M∗
ϕ2
Qϕ1 .

Using the factorization ϕ1 = ϕ̃1ψ, we find

I −Mϕ1M
∗
ϕ1

= (I −MψM
∗
ψ)⊕Mψ(I −Mϕ̃1M

∗
ϕ̃1

)Mψ,

and hence (see the proof of Theorem 3.2)

Qϕ1 = Qψ ⊕ ψQϕ̃1 .
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The equality M∗
ψQψ = {0} shows furthermore that

M∗
ψQϕ1 = Qϕ̃1 ,

and hence

Qϕ1 = M∗
ϕ2
Qϕ1

= M∗
ϕ̃2
M∗

ψQϕ1

= M∗
ϕ̃2
Qϕ̃1 .

We now apply the identity (2.2) to the pair (Mϕ̃2 ,Mϕ̃1) and observe that

M∗
ϕ̃2

(I −Mϕ̃1M
∗
ϕ̃1

) = (I −Mϕ̃1M
∗
ϕ̃1

)M∗
ϕ̃2
.

Since M∗
ϕ̃2

is onto (as it is a co-isometry), this yields

M∗
ϕ̃2
Qϕ̃1 = Qϕ̃1 ,

and we conclude that

Qϕ1 = Qϕ̃1 ,

or equivalently, ϕ1H
2(Dn) = ϕ̃1H

2(Dn). By the uniqueness part of the Beurling theorem,
there is a unimodular constant α such that ϕ1 = αϕ̃1, which in turn yields

ψ = α,

and hence ϕ1 = αϕ̃1 and ϕ2 = αϕ̃2. Therefore, ϕ1 and ϕ2 are separated. To prove the
converse, we assume that ϕ1 and ϕ2 are separated. For simplicity, assume that ϕ2 depends
only on the first m variables and ϕ1 depends only on the remaining n − m variables. It is
now easy to see that

Tϕ1
ϕ2

= Mϕ2 ⊗ I on H2(Dm)⊗ (H2(Dn−m)/ϕ1H
2(Dn−m)).

This leads naturally to the conclusion that Tϕ1
ϕ2

is an isometry.

A careful inspection of the aforementioned proof shows there are no nontrivial isometric
truncated Toeplitz operators in the n = 1 case. Moreover, as in Corollary 4.5, we have the
following consequence of the above theorem:

Corollary 4.7. Suppose n > 1. Let ϕ1 and ϕ2 be nonconstant inner functions in H∞(Dn).
Then Tϕ1

ϕ2
is an isometry on Qϕ1 if and only if Tϕ2

ϕ1
is an isometry on Qϕ2.

By comparing Theorems 4.3 and 4.6, we conclude that the existence of the nontrivial
inner function ψ in H∞(Dn), n > 1, is the primary distinction between isometric and partial
isometric truncated Toeplitz operators. Finally, it would be interesting to explore whether
there are any links between the concept of partial orders of partial isometries in [10] and
the theory of partially isometric Toeplitz operators or partially isometric truncated Toeplitz
operators on Dn, n ≥ 1.
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5. Examples

Let us wrap up this paper with two simple examples. Given α ∈ D, denote by bα the
Blaschke factor corresponding to α:

bα(z) =
z − α
1− ᾱz

(z ∈ D).

Finite and infinite Blaschke products (as long as the associated sequences from D satisfy the
Blaschke condition) are well-known examples of inner functions in H∞(D). Also, for each
α ∈ D, define the Szegö kernel function S(·, α) on D by

(S(·, α))(z) =
1

1− ᾱz
(z ∈ D).

Finally, recall that for each ϕ ∈ H∞(D), we have

M∗
ϕS(·, α) = ϕ(α)S(·, α).

The following example validates Theorem 2.2.

Example 5.1. Let α, β ∈ D \ {0}. Let

ϕ1 = bα and ϕ2 = bβ,

and suppose α 6= β. Since ϕ1(α) = bα(α) = 0, it follows that

Pϕ1H2(D)S(·, α) = Mϕ1M
∗
ϕ1
S(·, α)

= Mϕ1(ϕ1(α)S(·, α))

= 0,

and hence

[Pϕ1H2(D), Pϕ2H2(D)]S(·, α) = Pϕ1H2(D)Pϕ2H2(D)S(·, α)

= Pϕ1H2(D)Mϕ2M
∗
ϕ2
S(·, α)

= ϕ2(α)Pϕ1H2(D)(ϕ2S(·, α))

= bβ(α)Pϕ1H2(D)(ϕ2S(·, α)).

We claim that Pϕ1H2(D)(ϕ2S(·, α)) 6= 0. Indeed, if Pϕ1H2(D)(ϕ2S(·, α)) = 0, then

0 = Pϕ1H2(D)(ϕ2S(·, α)) = Mϕ1M
∗
ϕ1

(ϕ2S(·, α)).

Since Mϕ1 is an isometry, it follows that M∗
ϕ1

(ϕ2S(·, α)) = 0, so that

bβS(·, α) = ϕ2S(·, α) ∈ kerM∗
bα .

On the other hand, a simple (and well-known computation) shows that

kerM∗
bα = CS(·, α).

We thus have

bβS(·, α) = cS(·, α),
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for some nonzero scalar c, and thus bβ = c, which is a contradiction. Finally, α 6= β implies
that bβ(α) 6= 0, and hence

[Pϕ1H2(D), Pϕ2H2(D)] 6= 0.

In the present scenario, it can be observed that neither function ϕ1 is a divisor of function ϕ2,
nor is function ϕ2 a divisor of function ϕ1. Hence, the aforementioned conclusion is further
substantiated by Theorem 2.2.

The following example illustrates Theorem 2.3.

Example 5.2. Fix α, β ∈ D. Define inner functions ϕ1, ϕ2 in H∞(D2) by

ϕ1(z1, z2) = z1bα(z1),

and

ϕ2(z1, z2) = z1bβ(z2),

for all (z1, z2) ∈ D2. We have

Pϕ1H2(D2) = Mz1MbαM
∗
bαM

∗
z1
,

and

Pϕ2H2(D2) = Mz1MbβM
∗
bβ
M∗

z1
.

Therefore

[Pϕ1H2(D2), Pϕ2H2(D2)] = Mz1

(
MbαM

∗
bαMbβM

∗
bβ
−MbβM

∗
bβ
MbαM

∗
bα

)
M∗

z1
.

Since bα and bβ are separated functions, by (2.2), it follows that M∗
bα
Mbβ = MbβM

∗
bα

. Then

MbαM
∗
bαMbβM

∗
bβ
−MbβM

∗
bβ
MbαM

∗
bα = 0,

hence, by summing

[Pϕ1H2(D2), Pϕ2H2(D2)] = 0.

In this case, neither ϕ1 nor ϕ2 divides the other. In contrast to the n = 1 case, however, the
projections commute here because, according to Theorem 2.3,

ψ(z1, z2) = z1 ((z1, z2) ∈ D2),

is a common factor and bα and bβ are separated functions.
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Budapest, 1970.

Department of Mathematics, Indian Institute of Technology Bombay, Powai, Mumbai,
400076, India

Email address: ramlaldebnath100@gmail.com, ramlal@math.iitb.ac.in

Department of Mathematics, Indian Institute of Technology Hyderabad, Kandi, San-
gareddy, Telangana, 502284, India

Email address: deepak12pradhan@gmail.com, dkpradhan@math.iith.ac.in

Indian Statistical Institute, Statistics and Mathematics Unit, 8th Mile, Mysore Road,
Bangalore, 560059, India

Email address: jay@isibang.ac.in, jaydeb@gmail.com


